
大
纲 前言

◼为什么需要“大规模计算” [HPC, DL, Business platform system, Cloud已经合流]

➢导入 – 科学计算(天气预报)，DL, 互联网平台(Google, Amazon, Alibaba, MeiTuan, …)

基础篇
◼ 并发程序的样子 – Divide & Conquer, Model & Challenges, PCAM, Data/Task, …

➢天气预报的计算

◼ 运行环境

➢硬件 – 自己梳理的3个方案 – Shared/Unshared Memory, Hybrid

➢系统软件 – 协议栈, Modern OS, Distributed Job Scheduler, GTM等

算法级篇
◼ OpenMP, MPI, CUDA (DL的实现), Big Data 中的MR/Spark等 (只涉及在Big Data SDK之上的编
程；大数据本身的介绍放到后一部分)

系统级篇 – 互联网平台的实现

◼ “秒杀”的技术架构

◼ 计算广告

◼ 系统架构 (HTAP等)

➢ Flink, ClickHouse, MaxCompute, ELK …
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Chapter 3: Large Scale Computing Systems

Faster for larger data

⚫ von Neumann architecture 

➢Foundation of modern computers

➢1960 2 CPUs

⚫ 1962 Channel

➢Origin of concurrent programming

⚫Parallel

➢Vector processor, Multi-core, later GPU/CUDA

⚫Distributed

➢Cluster, Grid, …

⚫Now Clouding – Virtualizing computer systems for so-called Big Data

➢ IaaS, PaaS, SaaS, …
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Early History (-1969)
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The Early Days – 1950

◼MIT Whirlwind was the first computer that operated in real time, used video 
displays for output and was the first digital flight simulator!

➢All previous computers ran in batch mode, i.e. a series of paper tapes/cards 
were set up as input in advance, fed into the computer to calculate and print 
results.

➢For simulating an aircraft control panel, Whirlwind need to operate continually on 
an ever-changing series of inputs ➔ need high-speed stored-program computer.

➢Original design was too slow due to the Williams tubes and so core memory 
(ferrite rings that store data in polarity of magnetic field) was created ➔ doubled 
speed ➔ design successfully mass-produced by IBM
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von Neumann Architecture
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Still von Neumann is the basis now 

Walk-Through: c=a+b

1. Get next instruction

2. Decode: Fetch a

3. Fetch a to internal register

4. Get next instruction

5. Decode: fetch b

6. Fetch b to internal register

7. Get next instruction

8. Decode: add a and b (c in register)

9. Do the addition in ALU

10.Get next instruction

11.Decode: store c in main memory

12.Move c from internal register to main memory 

Note:  Some units are idle while  others are working…waste of cycles.

Pipelining (modularization) & Cashing (advance decoding)…parallelism
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Chapter 3: Large Scale Computing Systems

Faster for larger data

⚫ von Neumann architecture 

➢Foundation of modern computers

⚫ 1962 Channel

➢Origin of concurrent programming

⚫Parallel

➢Vector processor, Multi-core, later GPU/CUDA

⚫Distributed

➢Cluster, Grid, …

⚫Now Clouding – Virtualizing computer systems for 
so-called Big Data

➢ IaaS, PaaS, SaaS, …
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The Early Days – 1960

The LARC (Livermore Advanced Research Computer) was the first 

true supercomputer – it was designed for multiprocessing, with 2 

CPUS and a separate I/O processor.

◼Used 48 bits per word with a special form of decimal arithmetic ➔ 11 digit 
signed numbers. Had 26 general purpose registers with an access time of 1 
microsecond.

◼ The I/O processor controlled 12 magnetic drums, 4 tape drives, a printer and 
a punched card reader.

◼Had 8 banks of core memory (20000 words) with an access time of 8 
microseconds and a cycle time of 4 microseconds.

LARC was designed for multiprocessing, but never implemented
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Both examples had only one Computer, so no 
multiprocessor LARCs were ever built.

The UNIVAC LARC, short for the Livermore Advanced Research 

Computer, is a mainframe computer designed to a requirement 

published by Edward Teller in order to 

run hydrodynamic simulations for nuclear weapon design. It was 

one of the earliest supercomputers.

LARC supported multiprocessing with 

two CPUs (called Computers) and an Input/output (I/O) Processor 

(called the Processor). Two LARC machines were built, the first 

delivered to Livermore in June 1960, and the second to the 

Navy's David Taylor Model Basin. 

Both examples had only one Computer, so no multiprocessor 

LARCs were ever built.[2]

https://en.wikipedia.org/wiki/UNIVAC_LARC

https://en.wikipedia.org/wiki/UNIVAC
https://en.wikipedia.org/wiki/Mainframe_computer
https://en.wikipedia.org/wiki/Edward_Teller
https://en.wikipedia.org/wiki/Hydrodynamic
https://en.wikipedia.org/wiki/Nuclear_weapon
https://en.wikipedia.org/wiki/Supercomputer
https://en.wikipedia.org/wiki/Multiprocessing
https://en.wikipedia.org/wiki/Central_processing_unit
https://en.wikipedia.org/wiki/Input/output
https://en.wikipedia.org/wiki/Lawrence_Livermore_National_Laboratory
https://en.wikipedia.org/wiki/David_Taylor_Model_Basin
https://en.wikipedia.org/wiki/UNIVAC_LARC#cite_note-2
https://en.wikipedia.org/wiki/UNIVAC_LARC
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UNIVAC LARC at Livermore
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LARC circuit board
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The Early Days – 1961 

IBM feared the success of the LARC so designed the 7030 to 

beat it.

◼Initially designed to be 100x faster than the 7090, it was only 30x 
faster once built. An embarrassment for IBM ➔ big price drops and 
in the end only 9 were sold (but only 2 LARCs were built so not all 
bad!)

◼Many of the ideas developed for the 7030 were used elsewhere, 
e.g. multiprogramming, memory protection, generalized 
interrupts, the 8-bit byte, instruction pipelining, prefetching 
and decoding, and memory interleaving were used in many later 
supercomputer designs.

◼Ideas also used in modern commodity CPUs!
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IBM 7030
http://computer-

history.info/Page4.dir/pages/IBM.7030.Stre

tch.dir/images/7030.operator.console.jpg

http://computer-history.info/Page4.dir/pages/IBM.7030.Stretch.dir/images/7030.operator.console.jpg
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The IBM 7094 – 1962 

The IBM 7094 was IBM's last commercial scientific mainframe (built at a 

time when computers for scientific and business computing used 

separate instruction sets).

http://gunkies.org/wiki/IBM_7094

http://gunkies.org/wiki/Mainframe
http://gunkies.org/wiki/Instruction_set
http://gunkies.org/wiki/IBM_7094
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1962 – Burroughs proposed D825 
(4 processors connected via a crossbar)
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http://gordonbell.azurewebsites.net/computer_structures_

_readings_and_examples/00000471.htm

http://gordonbell.azurewebsites.net/computer_structures__readings_and_examples/00000471.htm
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Burroughs D-285
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Channel – 1962 

https://www2.cs.arizona.edu/~greg/

2000 

https://www2.cs.arizona.edu/~greg/


209



210



211

1961 SMP (Symmetric multiprocessing)

 Symmetric multiprocessing (SMP) involves a multiprocessor computer 

hardware and software architecture where two or more identical
processors are connected to a single, shared main memory, have full access to 

all input and output devices, and are controlled by a single operating system 

instance that treats all processors equally, reserving none for special purposes. 

Most multiprocessor systems today use an SMP architecture.

https://en.wikipedia.org/wiki/Symmetric_multiprocessing

Processor

Cache

Memory I/O

Processor

Cache

Processor

Cache

Processor

Cache

Bus or Crossbar Switch

https://en.wikipedia.org/wiki/Multiprocessor
https://en.wikipedia.org/wiki/Main_memory
https://en.wikipedia.org/wiki/Symmetric_multiprocessing
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IBM 7094 and its OS – FMS 

The 7090 and 7094 were operated in batch mode, controlled by 

the Fortran Monitor System (FMS). 

◼Batch jobs on cards were transferred to tape on an auxiliary 1401, and 
the monitor took one job at a time off the input tape, ran it, and captured 
the output on another tape for printing and punching by the 1401. 

◼Each user job was loaded into core by the BSS loader (Binary Symbolic 

Segment loader) along with a small monitor routine that terminated jobs 
that ran over their time estimates. 

◼ Thus, each user's job had complete control of the whole 7094, all 32K 
words of memory, all the data channels, everything.
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And IBM was smart then

◼ It donated IBM 7094 to UM (Univ. of Michigan) and MIT

◼ IBM’s managers required UM and MIT to stop their 
computing jobs on 7094 to finish match computing, 
because those managers liked sailing match very much!

http://uk.boats.com/boat-content/2012/04/ian-williams-and-anna-

tunnicliffe-top-match-racing-table/
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UM provided UMES (University of Michigan Executive System)

◼ To overcome that indignant requirement so that the intermediate result 
could be stored!

◼ It's a more complex batch operating system developed at the University of 
Michigan in 1958, was widely used at many universities. 

➢It was in use at the University of Michigan until 1967

 IBM 7090/94 and IBSYS (1960)

◼ IBSYS was the tape based operating system that IBM supplied with its IBM 
7090 and IBM 7094 computers. 

➢IBSYS was based on FORTRAN Monitor System (FMS) and SHARE Operating 
System.

➢IBSYS itself was really a basic monitor program

✓ read control card images placed between the decks of program and data cards of 
individual jobs. 

http://en.wikipedia.org/wiki/University_of_M

ichigan_Executive_System

http://en.wikipedia.org/wiki/IBM_7090/94_IBSYS
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FMS, UMES and IBSYS belong to so-called simple batch (process) 

system [单道批处理系统]

◼ Two sub-types: offline and online

◼No matter which subtype, SBS can only store one job/program in computer’s 
main memory

➢All the resources are occupied by that job which is now in main memory!

 This is a kind of waste: if there are many IO operations in that job, 

the CPU is idle!!

➔ Multi-programmed batch (process) system 

[多道批处理系统] and Time-sharing system

➔ CTSS (Compatible Time-Sharing System)

https://baike.baidu.com/item/CTSS/10533936

https://baike.baidu.com/item/CTSS/10533936
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Mainframe Architecture

https://www.researchgate.net/figure/Mainfr

ame-Architecture_fig2_275405572

Time Sharing OS 
supporting for 

many users

https://www.researchgate.net/figure/Mainframe-Architecture_fig2_275405572
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https://userpages.umbc.edu/~jianwu/is651/

651book/is651-strapdown.php?f=is651-

Chapter02.md

https://userpages.umbc.edu/~jianwu/is651/651book/is651-strapdown.php?f=is651-Chapter02.md
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The Early Days – 1965 

CDC (Control Data Corporation) employed Seymour Cray to design 

the CDC 6600 which was 10x faster than any other computer when 

built.

◼ First ever RISC system – simple instruction set – which simplified timing 
within the CPU and allowed for instruction pipelining leading to higher 
throughput and a higher clock speed, 10 MHz.

◼Used logical address translation to map addresses in user programs and 
restrict to using only a portion of contiguous core memory. Hence user 
program can be moved around in core memory by the operating system.

◼System contained 10 other “Peripheral Processors” to handle I/O and run the 
operating system.
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CDC 6600 



223

DEC PDP-7 1965

 So-called Minicomputer

◼ The PDP-7 is a minicomputer produced by DEC, introduced in 
1965; with a low cost, it was cheap but powerful. There were two 
models, the second being the -7/A, but the difference is not yet 
clarified.

◼ The PDP-7 was the third of Digital's 18-bit machines, with 
essentially the same instruction set and architecture as the 
predecessor PDP-4 and successor PDP-9. It was the first wire-
wrapped PDP. It was the first to use their Flip-Chip® technology, 
but also included the older System Modules.

◼ In 1969, Ken Thompson wrote the first UNIX system in assembly 
language on a PDP-7, then named Unics as a somewhat 
treacherous pun on Multics, as the operating system for Space 
Travel, a game which required graphics to depict the motion of the 
planets. A PDP-7 was also the development system used during 
the development of MUMPS at MGH in Boston a few years earlier.

◼ There are a few remaining PDP-7's still in operable condition. One 
under restoration in Oslo, Norway, has been thrown away.

https://gunkies.org/wiki/PDP-7

https://www.soemtron.org/pdp7.html

https://gunkies.org/wiki/Minicomputer
https://gunkies.org/wiki/Digital_Equipment_Corporation
https://gunkies.org/wiki/Instruction_set
https://gunkies.org/wiki/Architecture
https://gunkies.org/wiki/PDP-4
https://gunkies.org/wiki/PDP-9
https://gunkies.org/wiki/Wire-wrap
https://gunkies.org/wiki/FLIP_CHIP
https://gunkies.org/wiki/System_Module
https://gunkies.org/wiki/UNIX
https://gunkies.org/wiki/Multics
https://www.bell-labs.com/usr/dmr/www/spacetravel.html
https://gunkies.org/w/index.php?title=MUMPS&action=edit&redlink=1
https://gunkies.org/w/index.php?title=MGH&action=edit&redlink=1
https://gunkies.org/w/index.php?title=Boston&action=edit&redlink=1
https://gunkies.org/wiki/PDP-7
https://www.soemtron.org/pdp7.html
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Flynn's Taxonomy (1966)
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Conventional

Data Parallel, 

Vector Computing

Systolic 

Arrays

very general, 

multiple approaches
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Single Instruction, Single Data (SISD)

A serial (non-parallel) computer 

Single instruction: only one instruction stream 
is being acted on by the CPU during any one 
clock cycle 

Single data: only one data stream is being used 
as input during any one clock cycle 

Deterministic execution 

This is the oldest and until recently, the most 
prevalent form of computer 

Examples: most PCs, single CPU workstations 
and mainframes 
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Single Instruction, Multiple Data (SIMD)
 A type of parallel computer 

 Single instruction: All processing units execute the same instruction at any given clock cycle

 Multiple data: Each processing unit can operate on a different data element 

 This type of machine typically has an instruction dispatcher, a very high-bandwidth internal 
network, and a very large array of very small-capacity instruction units. 

 Best suited for specialized problems characterized by a high degree of regularity, such as image 
processing. 

 Synchronous (lockstep) and deterministic execution 

 Two varieties: Processor Arrays and Vector Pipelines 

 Examples: 

◼ Processor Arrays: Connection Machine CM-2, Maspar MP-1, MP-2 

◼ Vector Pipelines: IBM 9000, Cray C90, Fujitsu VP, NEC SX-2, Hitachi S820
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Array processor (SIMD)
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ALU ALU ALU
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Multiple Instruction, Single Data (MISD)
 A single data stream is fed into multiple processing units. 

 Each processing unit operates on the data independently via 

independent instruction streams. 

 Few actual examples of this class of parallel computer have 

ever existed. One is the experimental Carnegie-Mellon C.mmp 

computer (1971). 

 Some conceivable uses might be: 

◼ multiple frequency filters operating on a single signal stream 

 multiple cryptography algorithms attempting to crack a single 

coded message.
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Multiple Instruction, Multiple Data (MIMD)

 Currently, the most common type of parallel computer. Most modern 
computers fall into this category. 

 Multiple Instruction: every processor may be executing a different 
instruction stream

 Multiple Data: every processor may be working with a different data 
stream 

 Execution can be synchronous or asynchronous, deterministic or 
non-deterministic 

 Examples: most current supercomputers, networked parallel 
computer "grids" and multi-processor SMP computers - including 
some types of PCs.
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Other taxonomies
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ARPANET – the origin of the Internet

❑ 1967: Lawrence Roberts of ARPA 

publishes plan for the first computer 

network system – the ARPANET

❑ Packet switches were needed. Called 

Interface Message Processors (IMP), 

the contract was awarded to BBN (a 

Boston-area computer company)

❑ Oct 1969: IMPs installed in UCLA, 

Stanford, UCSB and Utah

Image Source:http://aleph.llull.net/wp-content/files/imp.jpg Interface Message Processor

http://aleph.llull.net/wp-content/files/imp.jpg
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The Interface Message 

Processor provided a system 

independent interface to 

the ARPANET that could be used 

by any computer system, thereby 

opening 

the Internet network architecture

from the very beginning.

Widely circulated photo of the 

IMP Team (L to R): Truett 

Thatch, Bill Bartell (Honeywell), 

Dave Walden, Jim Geisman, 

Robert Kahn, Frank Heart, 

Ben Barker, Marty Thrope, Will 

Crowther, Severo Ornstein. 

Not pictured: Bernie Cosell.

http://walden-family.com/public/1970-imp-afips.pdf

https://www.livinginternet.com/i/ii_imp.htm

https://www.livinginternet.com/i/ii_arpanet.htm
https://www.livinginternet.com/
https://www.livinginternet.com/i/iw_arch.htm
http://walden-family.com/public/1970-imp-afips.pdf
https://www.livinginternet.com/i/ii_imp.htm
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 The Internet is a global system of interconnected computer networks that 

use the standardized Internet Protocol Suite (TCP/IP).
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Chapter 3: Large Scale Computing Systems

Faster for larger data

⚫ von Neumann architecture 

➢Foundation of modern computers

➢1960 2 CPUs

⚫ 1962 Channel

➢Origin of concurrent programming

⚫Parallel

➢Vector processor, Multi-core, later GPU/CUDA

⚫Distributed

➢Cluster, Grid, …

⚫Now Clouding – Virtualizing computer systems for 
so-called Big Data

➢ IaaS, PaaS, SaaS, …
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History (1970-1990) 
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Seymour Cray
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The supermen: the story of Seymour 

Cray and the supercomputer

Charles J. Murray

1997

Wiley
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The Vector Years – 1974 

The CDC Star-100 was one of the first machines to use a vector 

processor

◼Used “deep” pipelines (25 vs. 8 on 7600) which need to be "filled" with 
data constantly and had high setup cost. The vector pipeline only 
broke even with >50 data points in each set.

◼But the number of algorithms that can be effectively vectorized is very 
low and need careful coding otherwise the high vector setup cost 
dominates.

◼And the basic scalar performance had been sacrificed in order to 
improve vector performance ➔ machine was generally considered a 
failure.

◼ Today almost all high-performance commodity CPU designs include 
vector processing instructions, e.g. SIMD.
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CDC Star-100 (1974)
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Vector Machines
 Vector architectures are based on a single processor

◼ Multiple functional units

◼ All performing the same operation

◼ Instructions may specific large amounts of parallelism (e.g., 64-way) but hardware executes 
only a subset in parallel (Later inherited by GPGPU)

 Historically important

◼ Overtaken by MPPs in the 1990s

 Re-emerging in recent years

◼ At a large scale in the Earth Simulator (NEC SX6) and Cray X1

◼ At a small scale in SIMD media extensions to microprocessors

➢ SSE, SSE2 (Intel: Pentium/IA64)

➢Altivec (IBM/Motorola/Apple: PowerPC)

➢ VIS (Sun: Sparc)

◼ At a larger scale in GPUs

 Key idea: Compiler does some of the difficult work of finding parallelism, so the 

hardware doesn’t have to
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Vector Processing

Vector processors have high-level operations that work on linear 

arrays of numbers: "vectors"

+

r1 r2

r3

add r3, r1, r2

SCALAR

(1 operation)

v1 v2

v3

+

vector

length

add.vv v3, v1, v2

VECTOR

(N operations)

http://bwrcs.eecs.berkeley.edu/Classes/CS

252/Notes/Lec07-vector.ppt

http://bwrcs.eecs.berkeley.edu/Classes/CS252/Notes/Lec07-vector.ppt
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Vector operations

Vector addition Z = X + Y

for (i=0; i<n; i++) z[i] = x[i] + y[i];

Vector scaling  Y = a * X      

for(i=0; i<n; i++) y[i] = a*x[i];  

Dot product 

for(i=0; i<n; i++) r += x[i]*y[i];              
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SISD and SIMD vector operations

C = A + B

◼ For (i=0;i<n; i++) c[i] = a[i] + b[i]

9.0 8.0 7.0 6.0 5.0 4.0 3.0 2.0 1.0

1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

SISD
+

10  9.0 8.0 7.0 6.0 5.0 4.0 3.0 2.0

7.0 5.0 3.0 1.0
8.0 6.0 4.0 2.0

1.0 1.0 1.0 1.0
1.0 1.0 1.0 1.0

SIMD
+
+

8.0 6.0 4.0 2.0
9.0 7.0 5.0 3.0

A

B

C

A

B

C
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Vector Processors

 Vector instructions operate on a vector of elements

◼ These are specified as operations on vector registers

 A supercomputer vector register holds ~32-64 elts

◼ The number of elements is larger than the amount of parallel hardware, called vector 
pipes or lanes, say 2-4

 The hardware performs a full vector operation in

◼ #elements-per-vector-register /  #pipes

r1 r2

r3

+ +

…vr2…vr1

…vr3

(logically, performs # elts 

adds in parallel)

…vr2…vr1

(actually, performs 

#pipes adds in parallel)
++ ++ ++
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The Vector Years – 1975 

Seymour Cray left CDC to form Cray Research to make the Cray-1.

◼A vector processor without compromising the scalar performance using 
vector registers not pipelined memory operations

◼Uses ECL transistors

◼No wires more than 4 ĺong

◼ 8 MB RAM and 80 MHz clock speed

◼Cost $5-$8m, with ~80 sold worldwide

◼Ships with Cray OS, Cray Assembler and Cray FORTRAN – the world’s 
first auto-vectorising FORTRAN compiler
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Cray – 1 
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http://slideplayer.com/slide/3531418/12/ima

ges/19/ECL+EMITTER+COUPLED+LOGI

C.jpg

http://slideplayer.com/slide/3531418/12/images/19/ECL+EMITTER+COUPLED+LOGIC.jpg
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1970s – IBM VM/370

➢ The Conversational 

Monitor System(CMS) is 

a single-user operating 

system, while the OS/370 

and DOS/370 are 

multiprogramming 

operating systems. 

➢ A user process is 

unaware of the presence 

of the VM/370—it sees 

only the guest OS that it 

uses. 
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Personal Computer – 1970s 

Xerox Alto and Star

◼ The Xerox Alto, developed at Xerox 

PARC in 1973, was the first 

computer to use a mouse, 
the desktop metaphor, and 
a graphical user interface(GUI), 
concepts first introduced 
by Douglas Engelbart while at 
International.

https://en.wikipedia.org/wiki/History_of_per

sonal_computers

https://en.wikipedia.org/wiki/Xerox_Alto
https://en.wikipedia.org/wiki/Xerox_PARC
https://en.wikipedia.org/wiki/Mouse_(computing)
https://en.wikipedia.org/wiki/Desktop_metaphor
https://en.wikipedia.org/wiki/Graphical_user_interface
https://en.wikipedia.org/wiki/Douglas_Engelbart
https://en.wikipedia.org/wiki/History_of_personal_computers
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Ethernet – 1973 

Ethernet was developed at Xerox PARC between 1973 

and 1974.

◼On May 22, 1973, Bob Metcalfe (then at the Xerox Palo Alto 
Research Center, PARC, in California) wrote a memo 
describing the Ethernet network system he had invented for 
interconnecting advanced computer workstations, making it 
possible to send data to one another and to high-speed laser 
printers. 

◼Probably the best-known invention at Xerox PARC was the 
first personal computer workstation with graphical user 
interfaces and mouse pointing device, called the Xerox Alto. 

◼ The PARC inventions also included the first laser printers for 
personal computers, and, with the creation of Ethernet, the 
first high-speed LAN technology to link everything together.

https://en.wikipedia.org/wiki/Ethernet

https://www.oreilly.com/library/view/etherne

t-the-definitive/1565926609/ch01.html

https://en.wikipedia.org/wiki/PARC_(company)
https://en.wikipedia.org/wiki/Ethernet
https://www.oreilly.com/library/view/ethernet-the-definitive/1565926609/ch01.html
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DNS system – 1983

DNS - Domain Name Service

◼Proposed in 1983 by Paul Mockapetris

◼Aims to assign IP with semantic  meaning

01000010.11111001.01011001.01101000

66.249.89.104

Looks 

better, but 

still hard!

www.google.com

Eh, this 

seems 

easy!
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Dynamics of DNS services

Internet
DNS server

DNS server

DNS server

DNS server

DNS server

DNS server

No idea

No idea

No idea

Got it!

Hi, 202.205.104.186. The 

IP of www.google.com.cn 

is 203.208.37.104

DNS server

I am 202.205.104.186. I want 

to visit www.google.com.cn. 

What is its IP?
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The Vector Years - 1981

CDC Cyber-205

◼CDC put right the mistakes made with the Star-100

◼ 1-4 separate vector units

◼Rarely got anywhere near peak speed except with hand-crafted assembly 
code

◼Used semiconductor memory and virtual memory concept
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CDC Cyber-205
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The Vector Years – 1983 

Cray X-MP

◼A parallel (1-4) vector processor machine with 120 MHz clock speed for 
~125 MFLOPS/CPU with 8-128 MB of RAM main memory

◼Better chaining support, parallel arithmetic pipelines and shared memory 
access with multiple pipelines per processor.

◼Switched from Cray OS to UniCOS (a UNIX variant) in 1984

◼ Typical cost ~$15m plus disks!
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Cray X-MP 



299

The Vector Years – 1985 

Cray-2

◼A completely new, compact 4-8 processor design

◼Had 512 MB to 4 GB of main memory but with higher memory latency than 
X-MP

◼Hence X-MP faster than Cray-2 on certain problems – impact of memory 
architecture on compute speed

Cray Y-MP introduced in 1988 – an evolution of the X-MP with up to 

16 processors (new type).
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The Vector Years – 1989 

ETA-10G

◼Spin-off company from CDC due to competition from Cray, with only one 
product the ETA-10.

◼Compatible with CDC Cyber-205, including pipelined memory not vector 
registers.

◼Shared memory multiprocessor (up to 8) with up to 32MB of private 
memory/CPU plus common access to up to 2GB of shared memory.

◼ 2 variants one with liquid nitrogen cooling and the other with air cooling for 
CMOS components

◼ 7 liq-N2 and 27 air-cooled units sold

◼A failure - remaining units given to high schools!
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What is Grid? – Cooperate HPCs 

An infrastructure that dynamically couples

◼Computers (PCs, workstations, clusters, traditional supercomputers, 

and even laptops, notebooks, mobile computers, PDA, and so on)

◼Software (e.g., renting special purpose applications on demand)

◼Databases (e.g., transparent access to human genome database)

◼Special Instruments (e.g., radio)

◼People

across the local/wide-area networks 

(enterprise, organisations, or Internet) and 

presents them as a unified resource or 

problem solving environment.

1999 https://en.wikipedia.org/wiki/Grid_computing

https://en.wikipedia.org/wiki/Grid_computing
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P2P 1999 - Napster

5/1999: Shawn Fanning (freshman, Northeastern University) founds 

Napster Online (supported by Groove)

12/1999: First lawsuit

7/2001: simultaneous online users 160K

6/2002: file bankrupt

… 

10/2003: Napster 2 (Supported by Roxio) (users should pay 
$9.99/month)
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Napster -- Shawn Fanning



306

IoT proposed in 1990s

The concept of a network of smart devices was 

discussed as early as 1982, with a modified Coke 

machine at Carnegie Mellon University becoming 

the first Internet-connected appliance,[7] able to 

report its inventory and whether newly loaded drinks 

were cold.[8]

Mark Weiser's 1991 paper on ubiquitous computing, 

"The Computer of the 21st Century", as well as 

academic venues such as UbiComp and PerCom

produced the contemporary vision of IoT.

https://en.wikipedia.org/wiki/Internet_of_thi

ngs#History

https://en.wikipedia.org/wiki/Carnegie_Mellon_University
https://en.wikipedia.org/wiki/Internet_of_things#cite_note-7
https://en.wikipedia.org/wiki/Internet_of_things#cite_note-8
https://en.wikipedia.org/wiki/Mark_Weiser
https://en.wikipedia.org/wiki/Ubiquitous_computing
https://en.wikipedia.org/wiki/Internet_of_things#History
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The Structure of IoT

The IoT can be viewed as a gigantic network consisting of networks of devices 

and computers connected through a series of intermediate technologies 

where numerous technologies like RFIDs, wireless connections may act as 

enablers of this connectivity. 

➢ Tagging Things : Real-time item traceability and addressability by RFIDs.

➢ Feeling Things : Sensors act as primary devices to collect data from the 

environment. 

➢ Shrinking Things : Miniaturization and Nanotechnology has provoked the 

ability of smaller things to interact and connect within the “things” or “smart 

devices.”

➢ Thinking Things : Embedded intelligence in devices through sensors has 

formed the network connection to the Internet. It can make the “things” 

realizing the intelligent control.
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Applications of IoT

✓ Building and Home automation

✓ Manufacturing

✓ Medical and Healthcare systems

✓ Media

✓ Environmental monitoring

✓ Infrastructure management

✓ Energy management

✓ Transportation

✓ Better quality of life for elderly

✓ ... ... ...

You name it, and you will have it in IoT!

Smart Appliances
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2018年01月03日 20:06
http://tech.sina.com.cn/i/2018-01-03/doc-

ifyqkarr6869082.shtml

http://tech.sina.com.cn/i/2018-01-03/doc-ifyqkarr6869082.shtml
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http://www.sohu.com/a/210722935_41398

0

http://www.sohu.com/a/210722935_413980
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Innovation implies in the history - GPU
◼GPU (graphics processing unit ) is a RISC specialized processor that 

offloads 3D graphics rendering from microprocessor.

◼ 1970s: 

➢ANTIC (Alphanumeric Television Interface Controller) and CTIA (Color 
Television Interface Adaptor) chips provided for hardware control of mixed 
graphics and text modes, sprite positioning and display, and other operations 
based on Atari 8-bit computers.

◼ 1980s: 

➢IBM Professional Graphics Controller was one of the very first 2D/3D graphics 
accelerators available for the IBM PC, released in 1984. But it was expensive, 
slow and lack of compatibility.

https://en.wikipedia.org/wiki/ANTIC

https://en.wikipedia.org/wiki/CTIA_and_GTIA#2600_and_TIA

https://en.wikipedia.org/wiki/ANTIC
https://en.wikipedia.org/wiki/CTIA_and_GTIA#2600_and_TIA
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1990s: 

◼S3 Graphics introduced the first single-chip 2D accelerator (S3 86C911); in 
mid-1990s, PlayStation and Nintendo 64 developed hardware-accelerated 
3D graphics for the requirement of game market.

2000s: 

◼ 2001 NVIDIA was first to produce a chip capable of programmable shading 
(着色), GeForce 3 (NV20);

◼Oct. 2002, ATI Radeon 9700 (R300), was introduced
as the world’s first Direct3D 9.0 accelerator.

◼ 2005 – Massively parallel programmable processors

◼ 2007 – CUDA (Compute Unified Device Architecture)
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计算机图形学领域中，着色器（英语：shader）是一种计算机程序，原本
用于进行图像的浓淡处理（计算图像中的光照、亮度、颜色等），但近来
，它也被用于完成很多不同领域的工作，比如处理CG特效、进行与浓淡处
理无关的影片后期处理、甚至用于一些与计算机图形学无关的其它领域。

https://zh.wikipedia.org/wiki/着色器

https://zh.wikipedia.org/wiki/%E8%AE%A1%E7%AE%97%E6%9C%BA%E5%9B%BE%E5%BD%A2%E5%AD%A6
https://zh.wikipedia.org/wiki/%E8%AE%A1%E7%AE%97%E6%9C%BA%E7%A8%8B%E5%BA%8F
https://zh.wikipedia.org/wiki/%E6%B5%93%E6%B7%A1%E5%A4%84%E7%90%86
https://zh.wikipedia.org/wiki/%E5%85%89%E7%85%A7
https://zh.wikipedia.org/wiki/%E9%BB%91%E6%9A%97
https://zh.wikipedia.org/wiki/%E9%A2%9C%E8%89%B2
https://zh.wikipedia.org/wiki/CG
https://zh.wikipedia.org/wiki/%E7%89%B9%E6%AE%8A%E6%95%88%E6%9E%9C
https://zh.wikipedia.org/w/index.php?title=%E5%BD%B1%E7%89%87%E5%90%8E%E6%9C%9F%E5%A4%84%E7%90%86&action=edit&redlink=1
https://zh.wikipedia.org/wiki/着色器
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Programmable GPUs

1998, Ocarina of Time

1999, System Shock II

2002, Warcraft III2000, Baulder’s Gate II 2004, Fable

DirectX 6

multitexture
DirectX 7 DirectX 8

shader model 1.x
DirectX 9

shader model 2.0 - 3.0

Geforce 256

nVidia

hardware T&L

Geforce 2 Geforce 3

programmable

shading

used in XBox

Cg shader

language
GLSL

shading

language
Radeon 9700

floating point

GeForce FX

practical GPGPU
Voodoo

3dfx Interactive

Texture Mapping
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They all draw pixels 

K. Fatahalian, et al. "GPUs: a Closer Look", ACM Queue 2008, http://doi.acm.org/10.1145/1365490.1365498

http://doi.acm.org/10.1145/1365490.1365498
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K. Fatahalian, et al. "GPUs: a Closer Look", ACM Queue 2008, http://doi.acm.org/10.1145/1365490.1365498

http://doi.acm.org/10.1145/1365490.1365498
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K. Fatahalian, et al. "GPUs: a Closer Look", ACM Queue 2008, http://doi.acm.org/10.1145/1365490.1365498

http://doi.acm.org/10.1145/1365490.1365498
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K. Fatahalian, et al. "GPUs: a Closer Look", ACM Queue 2008, http://doi.acm.org/10.1145/1365490.1365498

http://doi.acm.org/10.1145/1365490.1365498
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Video Card – old name 

Specialized RISC chip
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 Before graphics-programming APIs were introduced, 3D applications
issued their commands directly to the graphics hardware

◼ Fast

◼Became infeasible with increasing graphics hardware

Graphics APIs like DirectX and OpenGL act as a middle layer between 
the application and the graphics hardware

 Using this model, applications write one set of code and the API does 
the job of translating this code to instructions that can be understood 
by the underlying hardware   

 A product of detailed collaboration among 

◼Application developers，Hardware designers，API/runtime architects
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GPU/CUDA – current popular name

Much more SMs
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Chapter 3: Large Scale Computing Systems

Faster for larger data

⚫ von Neumann architecture 

➢Foundation of modern computers

➢1960 2 CPUs

⚫ 1962 Channel

➢Origin of concurrent programming

⚫Parallel

➢Vector processor, Multi-core, later GPU/CUDA

⚫Distributed

➢Cluster, Grid, …

⚫Now Clouding – Virtualizing computer systems for 
so-called Big Data

➢ IaaS, PaaS, SaaS, …
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The Conventional Era – 1979 – MPP 
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MPP: Massively Parallel Processors

◼Massively Parallel Processors (MPP) architecture consists of nodes with 
each having its own processor, memory and I/O subsystem

◼An independent OS runs at each node

Processor

Cache

Memory I/O

Bus

Processor

Cache

Memory I/O

Bus

Processor

Cache

Memory I/O

Bus

Processor

Cache

Memory I/O

Bus

Interconnection Network
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1995 – MPP - Intel ASCI-Red

 Intel ASCI-Red

◼Developed under the Accelerated Strategic Computing Initiative 
(ASCI) of the DoE and NNSA (National Nuclear Security Administration) 
to build nuclear weapon simulators following moratorium on nuclear 
weapon testing.

◼Used commodity components for low-cost

◼Designed to be very scalable

◼A massively-parallel processing machine consisting of 

38x32x2 CPUs (Pentium II Xeons) with 4510 compute nodes, 1212 GB 
of distributed RAM and 12.5 TB of disk storage.

◼Used MIMD (multiple instruction, multiple data) paradigm

◼See http://www.sandia.gov/ASCI/Red/RedFacts.htm

http://www.sandia.gov/ASCI/Red/RedFacts.htm
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Generic scalable multiprocessor architecture

• On-chip interconnects (manycore processor)

• Off-chip interconnects (clusters of servers)

• Network characteristics: bandwidth and latency
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MPP



356

Switch

The cross-bar can realize a communication from 

any input port to any output port.
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Switch example: 24-port 1Gbps Ethernet switch

24 input ports and 24 output ports – each 

Ethernet jacket has one input port and one 

output port.

• All 24 machines can send and receive simultaneously.

switch

Ethernet card

machine
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Another alternative: multistage interconnection network

Realize all permutations without controlling O(N^2) cross-points.

◼Clos networks, Benes networks
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Topology

How the components are connected.

Important properties
• Diameter: maximum distance between any two nodes in the network 

(hop count, or # of links).

• Nodal degree: how many links connect to each node.

• Bisection bandwidth: The smallest bandwidth between half of the 
nodes to another half of the nodes. 

A good topology: small diameter, small nodal degree, large 
bisection bandwidth.
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Multidimensional Meshes and Tori

d-dimensional array/torus

• N = k_{d-1} x k_{d-2} x … x d_0

• Each node is described by a d-vector of coordinate

• Node (i_{d-1} x i_{d-2} x …x d_0) is connected to ???
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Hypercubes

 Also call binary n-cubes. # of nodes = N = 2^n

 Each node is described by its binary representation.

• There is a link between two nodes whose binary representations differ by 
one bit.

 Diameter=? Nodal degree = ? Bisection bandwidth = ?
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Trees

Fixed degree, log(N) diameter, O(1) bisection 

bandwidth.

Routing: up to the common ancestor than go 

down.



367

Irregular topology

 Irregular topology does not any special mathmetic properties

◼Can be expanded in any way.

◼No easy way for routing: routes need to be computed like in the Internet.

➢Routes can usually be determined in a regular network by using the coordinates 
of the source and destination.
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Direct and indirect networks

All the previously discussed networks are direct 

networks in that the compute nodes are directly 

attached to the nodes in the topology.

◼An example mesh system.

Each switch is a 5x5 switch
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Fully connected network

• Different organizations:
– Connected by one switch (crossbar switch), connecting all 

nodes, connected with a crossbar.

• All permutation communication (each node sends 
one message and receives one message) can be 
realized.
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Multistage network

• Try to emulate the cross-bar connection.

– Realizing permutation without blocking

– Using smaller cross-bar(2x2, 4x4) switches as the 
building block. Usually O(Nlg(N)) switches (lg(N) 
stages.
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Clos Network

• Three stages: ingress 
stage, middle stage, and 
egress stage

– Ingress/egress stage has r   
n X m  switches

– Middle stage has m  r X r 
switches

– Each switch at 
ingress/egress stage 
connects to all m middle 
switches (one port to each 
switch).
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Physical constraint on topologies

• Number of dimensions.

– 2 or 3 dimensions

• Can be layout physically

• Short wires, easy to build

• Many hops, low bisection bandwidth

– >=4 dimensions

• Harder to build, longer wires

• Fewer hops, better bisection bandwidth

– K-ary n-cubes provide a good framework for comparison.
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LAN/Cluster connected by Myrinet
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Intel ASCI-Red
ASCI Red was the last supercomputer designed and assembled solely by Intel; Intel’s 

Supercomputer Division had already been closed down when ASCI Red was launched.  
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Intel ASCI-Red
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Parallel or Distributed 
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Then Cluster based on Networking is popular

A Brief History of Clusters
◼ 1957 – SAGE by IBM & MIT-LL for Airforce NORAD

◼ 1976 -- Ethernet

◼ 1984 – Cluster of 160 Apollo workstations by NSA

◼ 1985 – M31 Andromeda by DEC, 32 VAX 11/750

◼ 1986 – Production Condor cluster operational

◼ 1990 – PVM released

◼ 1993 – First NOW workstation cluster at UC Berkeley

◼ 1993 – Myrinet introduced

◼ 1994 – First Beowulf PC cluster at NASA Goddard

◼ 1994 – MPI standard

◼ 1996 – >1Gflops

◼ 1997 – Gordon Bell Prize for Price-Performance

◼ 1997 – Berkeley NOW first cluster on Top-500 

◼ 1997 -- >10 Gflops

◼ 1998 – Avalon by LANL on Top500 list

◼ 1999 -- >100 Gflops

◼ 2000 – Compaq and PSC awarded 5 Tflops by NSF
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1957 SAGE by IBM & MIT-LL for Airforce NORAD

The Semi-Automatic Ground Environment (SAGE) was a system 

of large computers and associated networking equipment that 

coordinated data from many radar sites and processed it to produce a 

single unified image of the airspace over a wide area.

The processing power behind SAGE was supplied by the largest 

computer ever built, the AN/FSQ-7. Each SAGE Direction Center (DC) 

housed an FSQ-7 which occupied an entire floor, approximately 

22,000 square feet not including supporting equipment.

Connecting the various sites was an enormous network of 

telephones, modems and teleprinters.

https://en.wikipedia.org/wiki/Semi-

Automatic_Ground_Environment

https://en.wikipedia.org/wiki/AN/FSQ

7_Combat_Direction_Central

https://en.wikipedia.org/wiki/Mainframe_computer
https://en.wikipedia.org/wiki/Computer_network
https://en.wikipedia.org/wiki/Radar
https://en.wikipedia.org/wiki/AN/FSQ-7_Combat_Direction_Central
https://en.wikipedia.org/wiki/Modem
https://en.wikipedia.org/wiki/Semi-Automatic_Ground_Environment
https://en.wikipedia.org/wiki/AN/FSQ-7_Combat_Direction_Central
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http://ed-thelen.org/comp-hist/vs-ibm-

sage.html

http://ed-thelen.org/comp-hist/vs-ibm-sage.html
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View of machine room, and maintenance console from (Ballistic 

Research Lab Report) (1961)

http://ed-thelen.org/comp-hist/vs-ibm-

sage.html

http://ed-thelen.org/comp-hist/vs-ibm-sage.html
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Cluster Computer History – 1980’s

 Increased interest in cluster computing

◼Ex: NSA connected 160 Apollo workstations in a cluster configuration

First widely used clustering product: VAXcluster

Development of task scheduling software

◼Condor package developed by UW-Madison

Development of parallel programming software

◼PVM (Parallel Virtual Machine)
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multiple-environment OpenVMS Cluster consists of two system disks: 

one for VAX 

nodes and one for Alpha nodes.

https://www.itec.suny.edu/scsys/vms/ovms

doc073/v73/6318/6318pro_018.html

https://www.itec.suny.edu/scsys/vms/ovmsdoc073/v73/6318/6318pro_018.html
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NASA Beowulf Project – 1994 

 Wiglaf - 1994

 16 Intel 80486 100 MHz

 VESA Local bus

 256 Mbytes memory

 6.4 Gbytes of disk

 Dual 10 base-T Ethernet

 72 Mflops sustained

 $40K

 Hrothgar - 1995

 16 Intel Pentium100 MHz

 PCI

 1 Gbyte memory

 6.4 Gbytes of disk

 100 base-T Fast Ethernet 

(hub)

 240 Mflops sustained

 $46K

 Hyglac-1996 (Caltech)

 16 Pentium Pro 200 MHz

 PCI

 2 Gbytes memory

 49.6 Gbytes of disk

 100 base-T Fast Ethernet 

(switch)

 1.25 Gflops sustained

 $50K
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400

1st printing: May, 1999

2nd printing: Aug. 1999

MIT Press
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Beowulf Cluster Architecture

Master-Slave configuration

Master Node

◼ Job scheduling

◼System monitoring

◼Resource management

Slave Node

◼Does assigned work

◼Communicates with other 
slave nodes

◼Sends results to master node
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Node Hardware

◼ Typically desktop PC’s

◼Can consist of other types of 
computers i.e.

➢Rack-mount servers

➢Case-less motherboards

➢PS3’s

➢RaspberryPi boards

Node Software

◼Operating System

◼Resource Manager

◼Message Passing Software
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Beowulf cluster

➢ Master: or service node or front node (used to interact with users and manage the cluster )

➢ Nodes : a group of computers (computing node s)(keyboard, mouse, floppy,  video…)

➢ Communications between nodes on an interconnect network platform ( Ethernet, 

Myrinet….)

➢ In order for the master and node computers to communicate, some sort message 

passing control structure is required.  MPI (Message Passing Interface) is the most 

commonly used such control.

( Ethernet,Myrinet….) 

+ (MPI)
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Linux cluster computing
Hong Kong Baptist University (BUHK)

PII 4-node clusters started in 1999 
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Linux cluster computing
Hong Kong Baptist University (BUHK)

PIII 16 node cluster purchased in 2001.
Plan for grid

For test base

http://www.sci.hkbu.edu.hk/cluster/photos/clusterin733new-lrg.jpg
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Linux cluster computing
Hong Kong Baptist University (BUHK)

64-nodes P4-Xeon cluster at #300 of top500
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https://www.cs.rutgers.edu/~pxk/417/notes/

content/22-clusters-slides.pdf

https://www.cs.rutgers.edu/~pxk/417/notes/content/22-clusters-slides.pdf
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Cluster Architecture

Sequential Applications

Parallel Applications

Parallel Programming Environment

Cluster Middleware

(Single System Image and Availability Infrastructure)

Cluster Interconnection Network/Switch

PC/Workstation

Network Interface 
Hardware

Communications

Software

PC/Workstation

Network Interface 
Hardware

Communications

Software

PC/Workstation

Network Interface 
Hardware

Communications

Software

PC/Workstation

Network Interface 
Hardware

Communications

Software

Sequential Applications
Sequential Applications

Parallel Applications
Parallel Applications
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UC-Berkeley NOW (Network of workstations)

NOW-1 1995

◼ 32-40 SparcStation 10s and 20s

◼ originally ATM

◼ first large myrinet network

 NOW-2 1997
 100+ Ultra Sparc 170s 

◼ 128 MB, 2 2GB disks, ethernet, myrinet

 largest Myrinet configuration in the world

 First cluster on the TOP500 list
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416

Backrub (Google) 1997



417



418



419

419

Google 2012
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The Cluster Era – 2000 

 IBM ASCI-White

◼A cluster computer based upon the commercial IBM RS/6000 SP computer

◼ 512 machines, each containing 16 CPUs, in the cluster for a total of 6 TB of 
RAM and 160 TB of disk

◼Also had 28 node “Ice” and the 68 node “Frost”

◼Consumed 3 MW electricity to run and additional 3 MW to cool

◼Ran AIX (UNIX variant)

◼Cost $110 million

◼See https://www.llnl.gov/str/Seager.html

https://www.llnl.gov/str/Seager.html
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BlueGene/L
 IBM, 2004.

First supercomputer ever 
to run over 100 TFLOPS 
sustained on a real world 
application, namely a 
three-dimensional 
molecular dynamics 
code (ddcMD). 
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IBM Roadrunner - 2008

 IBM Roadrunner

◼Had 6,480 dual-core Opteron CPUs to handle O/S, 
interconnect, scheduling etc. and 12,960 PowerXCell 8i 
CPUS one per Opteron core to handle computation

◼An Opteron cluster with Cell accelerators

◼ TriBlade design 2 dual Opterons with 16 GB and 4 
PowerXCell 8i also with 16 GB

◼ 3 TriBlades per chassis; 180 TriBlades per Connected 
Unit; 18 Connected Units in total

◼A unique hybrid architecture that required all software to 
be specially written

◼A BIG challenge to program

◼Cost $133m and 2.35 MW to operate

◼See http://www.lanl.gov/roadrunner
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Cray Jaguar – 2009 

 $20m upgrade in 2009 from quad-core AMD based XT4 

to Cray XT5 and AMD hex-core CPUs now got 224,256 

cores!

 Requires 6.9MW to operate

 Another US Govt lab supercomputer

 See http://www.nccs.gov/computing-resources/jaguar

for more details

http://www.nccs.gov/computing-resources/jaguar
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Google
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Anatomy of a Datacenter
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Warehouse Scale Computer
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Google data centers in The Dalles, Oregon
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The datacenter is the computer

 It’s all about the right level of abstraction

◼Moving beyond the von Neumann architecture

◼What’s the “instruction set” of the datacenter computer?

Hide system-level details from the developers

◼No more race conditions, lock contention, etc.

◼No need to explicitly worry about reliability, fault tolerance, etc.

Separating the what from the how

◼Developer specifies the computation that needs to be performed

◼Execution framework (“runtime”) handles actual execution
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Cluster Design Issues

• Enhanced Performance (performance @ low cost)

• Enhanced Availability (failure management)

• Single System Image (look-and-feel of one system)

• Size Scalability (physical & application)

• Fast Communication (networks & protocols)

• Load Balancing (CPU, Net, Memory, Disk) 

• Security and Encryption (clusters of clusters)

• Distributed Environment (Social issues)

• Manageability (admin. and control)

• Programmability  (simple API if required)

• Applicability (cluster-aware and non-aware app.)
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The Modern Era – 2012

 IBM BlueGene/Q

◼ 1,572,864 cores in 98,304 IBM Power CPUs

◼Very energy efficient = only 7.9 MW

➢2066 GFLOP/ kW

◼Achieved 16.32 PFLOPs vs peak=20 PFLOP

➢Design can scale to 100 PFLOP …

◼Cost $97m
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Also the GPU Era (2010-)



454

Chapter 3: Large Scale Computing Systems

Faster for larger data

⚫ von Neumann architecture 

➢Foundation of modern computers

⚫ 1962 Channel

➢Origin of concurrent programming

⚫Parallel

➢Vector processor, Multi-core, later GPU/CUDA

⚫Distributed

➢Cluster, Grid, …

⚫Now Clouding – Virtualizing computer systems for 
so-called Big Data

➢ IaaS, PaaS, SaaS, …
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Cloud – 1993-2002 

 Originated in the business domain

◼ Outsourcing services; Pay for what you use

 Provided by data centers built on computer and storage 
virtualization technologies. 

 Scientific applications often have different requirements

◼ MPI, Shared file system, Support for many dependent jobs

• The term cloud was used for platforms for distributed computing as early as 1993 

• July 2002, Amazon created subsidiary Amazon Web Services, with the goal to "enable 
developers to build innovative and entrepreneurial applications on their own.“ 

https://en.wikipedia.org/wiki/Distributed_computing
https://en.wikipedia.org/wiki/Amazon.com
https://en.wikipedia.org/wiki/Amazon_Web_Services
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 Large scale

 Application-specific 

architectures

 Developed for in-house 

use

 Available for general 

usage

 Inexpensive, even for 

small or medium scale 

deployments
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https://www.ibm.com/blogs/cloud-

computing/2013/08/07/how-openpower-

consortium-will-help-shape-the-open-cloud/

https://www.ibm.com/blogs/cloud-computing/2013/08/07/how-openpower-consortium-will-help-shape-the-open-cloud/
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Virtual machines 
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Containers 
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OpenStack 
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Big Data On Cluster or Cloud 

Ambitious to manage huge and diverse data – 3Vs: Volume, Variety, 

Velocity

◼ 2.5 quintillion bytes of data are generated every day!

➢A quintillion is 1018

◼Coming from many quarters, like Social media sites, Sensors, Digital photos, 
Business transactions, Location-based data, Web data, e-commerce, 
Bank/Credit Card, …

◼ For information: Google processes 20 PB a day (2008)

➢http://www.worldwidewebsize.com/

✓ “The Indexed Web contains at least 9.18 billion pages (Sunday, 09 December, 
2012).”

◼ For science: NASA & Hubble scope

http://www.worldwidewebsize.com/
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HUGE data 

Making decisions!

◼ For better information: Google processes 20 PB a day 
(2008)

◼ http://www.worldwidewebsize.com/

➢“The Indexed Web contains at least 9.18 billion pages
(Sunday, 09 December, 2012).”

http://www.worldwidewebsize.com/
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Google triggers other searches … 

CBIR, XML, …

This year Google published a white 

paper describing the 

MapReduce framework, Doug 

Cutting and Mike Cafarella

created Apache Hadoop. – later 

Big Data

http://static.googleusercontent.com/media/research.google.com/en/us/archive/mapreduce-osdi04.pdf
https://mapr.com/products/apache-hadoop
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Later Hadoop (HDFS, MapReduce) project provides OPEN-SOURCE 

codes so that every one could uses the powerful tools to process 

HUGE/BIG Data!

◼Apache top level project, open-source implementation of frameworks for 
reliable, scalable, distributed computing and data storage

◼Designed to answer the question: “How to process big data with 
reasonable cost and time?”

2005: Doug Cutting and Michael J. Cafarella developed Hadoop to 

support distribution for the Nutch search engine project.

The project was funded by Yahoo.

2006: Yahoo gave the project to Apache Software Foundation.Doug Cutting

http://en.wikipedia.org/wiki/Nutch
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2003

2004

2006
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2008 - Hadoop Wins Terabyte Sort  Benchmark 

(sorted 1 terabyte of data in 209 seconds, compared to previous 

record of 297 seconds)

2009 - Avro and Chukwa became new members 

of Hadoop Framework family

2010 - Hadoop's Hbase, Hive and Pig subprojects 

completed, adding more computational power to Hadoop 

framework

2011 - ZooKeeper Completed

2013 - Hadoop 1.1.2 and Hadoop 2.0.3 alpha. 

- Ambari, Cassandra, Mahout have been 

added 
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Below are the Hadoop components, that together form a 
Hadoop (2.X) ecosystem
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MapReduce

Model
DAG Model Graph Model

BSP (Bulk Synchronous 

Parallel )

/Collective Model

Storm

Twister
For 

Iterations/

Learning

For 

Streamin

g

For 

Query

S4

Drill

Hadoop

MPI

Dryad/

DryadLIN

Q Pig/PigLatin

Spark

Shark

Spark 

Streaming

MRQL

Hive

Tez

Giraph

Hama

GraphLab

Harp

GraphX

HaLoop

Samza

The 
World of 
Big Data 
Tools

Stratosphere
Reef

Among them, Hadoop and 

Spark could be agreed as 

the core. Especially Spark 

– ML, GraphX, 

Streaming, …

Computing paradigm is 

same as before –

Master<>Workers – but 

with new framework of MR
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But never forget the business system –
transactions 

Clients Suppliers

Provider
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DW also tries to integrate Data Analytics 
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Hadoop runs on commodity with high fault-tolerance
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Cloud could be 
understood as 

virtualized 
cluster+Services ~~ an 

interesting way 
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Blockchain
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Chapter 3: Large Scale Computing Systems

Faster for larger data

⚫ von Neumann architecture 

⚫ 1962 Channel

⚫Parallel

⚫Distributed

⚫Now Clouding – Virtualizing computer systems

Review 
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Summary 
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Societal Scale Information Systems
(Or the “Internet of Things”?)

Scalable, Reliable,

Secure Services

MEMS for 
Sensor Nets

Internet
Connectivity

Databases

Information Collection

Remote Storage

Online Games

Commerce

…

The world is a large distributed 
system
◼Microprocessors in everything

◼Vast infrastructure behind them

Clusters

Massive Cluster

Gigabit Ethernet

Clusters

Massive Cluster

Gigabit Ethernet
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Across Incredible Diversity

years

Computers
Per Person

103:1

1:106

Laptop

PDA

Mainframe

Mini

Workstation

PC

Cell

1:1

1:103

Mote!

Bell’s Law: New 
computer class 
every 10 years

The Internet of  
Things!

Number 
crunching, Data 
Storage, 
Massive Inet 
Services,
ML, …

Productivity,
Interactive

Streaming 
from/to the 
physical world

http://images.google.com/imgres?imgurl=http://static.howstuffworks.com/gif/cell-phone-nokia.jpg&imgrefurl=http://electronics.howstuffworks.com/cell-phone.htm&h=200&w=200&sz=22&tbnid=ftqjm3_El-gJ:&tbnh=99&tbnw=99&start=7&prev=/images?q=cell+phone&hl=en&lr=&ie=UTF-8
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https://en.wikipedia.org/wiki/PARC_(company)
https://en.wikipedia.org/wiki/B5000
https://en.wikipedia.org/wiki/Ian_Foster
https://en.wikipedia.org/wiki/Carl_Kesselman
https://en.wikipedia.org/wiki/Amazon.com
https://en.wikipedia.org/wiki/Amazon_Elastic_Compute_Cloud
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Bird’s Eye View of Some Distributed Systems

Google 
Server

Search 
Client 1

Search 
Client 2

Search 
Client 3

Expedia

Peer 1

Peer 2

Peer 3

Peer 4

Google Search Bit-torrent

Reservation 
Client 1

Reservation 
Client 2

Reservation 
Client 3

Airline Booking Skype
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Architectures

Two main architectures:

◼Master-Slave architecture 

➢Roles of entities are asymmetric

◼Peer-to-Peer architecture

➢Roles of entities are symmetric

Master

Worker

Worker

Worker

Peer

Peer

Peer

Super-Peer

Peer-to-PeerMaster-Slave
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Evolution of Various Computing Models 

https://www.researchgate.net/figure/Evoluti

on-of-Various-Computing-

Models_fig1_275405572

https://www.researchgate.net/figure/Evolution-of-Various-Computing-Models_fig1_275405572
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HPC ↔MIMD Architectures

MIMD

Non-shared memory

Shared memory

MPP

Clusters

Uniform memory access

PVP

SMP

Non-Uniform memory access

CC-NUMA

NUMA

COMA

Current focus is on MIMD model, using general 
purpose processors or multicomputers. 

Parallel Vector Processors
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并行机系统的不同存储结构



572
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Parallel Vector Processor Symmetric Multiprocessor

Massively Parallel Processor Cluster of Workstations

Distributed Shared Memory
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HPC following Hybrid architecture now 
- Data Center 
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HPC集群系统架构
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Evolution from Top 500

The main objective of the TOP500 list is to provide a ranked list of 

general purpose systems that are in common use for high end 

applications

The LINPACK Benchmark

◼As a yardstick of performance we are 
using the `best' performance as 
measured by the LINPACK Benchmark, 
which was introduced by Jack Dongarra, 
because it is widely used and 
performance numbers are available for 
almost all relevant systems.
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From Vector Supercomputers to Massively 
Parallel Accelerator Systems
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Cluster x86

MPP

Constellation

SMP
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Vector

Programmed by 

“annotating” serial 

programs

Programmed by 

completely rethinking 

algorithms and 

software for parallelism
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Application Categories

http://www.cloudbus.org/678/Cluster.ppt

http://www.cloudbus.org/678/Cluster.ppt
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20181993 - 2009
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高性能计算机发展历史
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Interesting Food Chain in IT 

Traditional Food Chain

Food Chain of Computer

Mainframe
Mini Computer Workstation PC
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Food Chain of Distributed Computing

Mainframe

Mini Computer

Workstation

PC
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Gordon Bell Prizes: Science at Scale

Established in 1987 with a cash award of $10,000 (since 2011),  funded by Gordon Bell, a pioneer in HPC.

For innovation in applying HPC to applications in science, engineering, and data analytics.

https://en.wikipedia.org/wiki/Gordon_Bell
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China 1st wined Gordon 2016

A Chinese team on Friday won the 

2016 ACM Gordon Bell prize, a top 

honor in high-performance 

computing, for an application 

running on China's fastest 

supercomputer.

◼ It is the first time a Chinese team has 
won the award.

The project, named "10M-Core Scalable Fully-Implicit 

Solver for Nonhydrostatic Atmospheric Dynamics," 

presents a method for calculating atmospheric dynamics, 

according to the Association for Computing Machinery, 

which presented the award at the International 

Supercomputing Conference in Salt Lake City in the 

United States



607

 2017 ACM Gordon Bell Prize awarded to Chinese team led by Tsinghua on 

Nonlinear Earthquake Simulation employing the world’s fastest 

supercomputer 

◼ 18.9-Pflops Nonlinear Earthquake Simulation on Sunway TaihuLight: Enabling 

Depiction of 18-Hz and 8-Meter Scenarios

 2020年11月19日，全球高性能计算（HPC）最高奖——戈登贝尔奖（Gordon 

Bell Prize）正式揭晓。智源青年科学家、北京应用物理与计算数学研究所副研究
员王涵所在团队，凭借其在“HPC+AI+第一性原理分子动力学”方向的工作：
“Pushing the limit of molecular dynamics with ab initio accuracy to 100 

million atoms with machine learning”，成功将本年度奖项收入囊中

◼这也是戈登贝尔奖历史上，中国团队第三次获奖。

➢智源学者中，杨超（时任中科院研究员，现为北京大学教授）团队在2016年也曾凭借“千万
核可扩展大气动力学全隐式模拟”研究成果成为首支获得该奖的中国团队，一举打破美国、日
本在该奖项上近30年的垄断，实现我国高性能计算应用戈登贝尔奖零突破
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2021
https://www.hpcwire.com/2021/11/18/2021-gordon-bell-prize-goes-to-

exascale-powered-quantum-supremacy-challenge/

https://awards.acm.org/bell/award-winners

https://www.hpcwire.com/2021/11/18/2021-gordon-bell-prize-goes-to-exascale-powered-quantum-supremacy-challenge/
https://awards.acm.org/bell/award-winners
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PVP (Parallel Vector Processor)
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Our Endeavors for HPC: 曙光系列

➢曙光一号 SMP (1993)

➢曙光1000 MPP (1995)

➢曙光2000I   Cluster (1998)

➢曙光2000II Cluster (1999)

➢曙光3000     Cluster (2000)

➢曙光4000l    Cluster (2002)

➢曙光4000A   Cluster (2004)
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曙光一号 SMP (1993)

“曙光一号”诞生后仅3天，
西方国家便宣布解除10亿次
计算机对中国的禁运。
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I:

理技术
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The Modern Era – 2010
Cluster/MPP of  CPU+GPU

Tianhe-1A

◼ First Chinese supercomputer to top 500!

◼Hybrid design – mix of CPU and GPU

➢Implications for usage beyond LINPACK?

➢See later lectures for GPGPU programming

◼Blade system with 14,336 Intel Xeon X5670 CPUs and 7,168 Nvidia Tesla 
M2050 GPGPUs connected by Infiniband

◼Cost $88m and requires 4MW to operate

◼See http://www.nscc-tj.gov.cn/en for more details

http://www.nscc-tj.gov.cn/en
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Tianhe-1A
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2013 TianHe-2/Milkway-2
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The Modern Era – 2010
Cluster/MPP of  CPU+GPU

Tianhe-1A

◼ First Chinese supercomputer to top 500!

◼Hybrid design – mix of CPU and GPU

➢Implications for usage beyond LINPACK?

➢See later lectures for GPGPU 
programming

◼Blade system with 14,336 Intel Xeon 
X5670 CPUs and 7,168 Nvidia Tesla 
M2050 GPGPUs connected by 
Infiniband

◼Cost $88m and requires 4MW to operate

◼See http://www.nscc-tj.gov.cn/en for 
more details

http://www.nscc-tj.gov.cn/en
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2013 TianHe-2/Milkway-2
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The Modern Era – 2015

Sunway TaihuLight (神威·太湖之光)

◼Made entirely out of Chinese chips!

40,960 nodes with 10,649,600 cores

Twice as fast and three times as efficient as Tianhe-2

LINPACK 93 TFLOPs vs Peak=125 TFLOPs ie 75% peak

Peak power consumption = 15.37 MW

◼ 6060 Gflops/kW

◼Also very high in Green500 table

I:

理技术
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Sunway TaihuLight
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华为鲲鹏 HPC
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High Performance Computing Systems and 

Applications

Andrew Pollard, Douglas J.K. Mewhort, Donald F. 

Weaver

2000

https://2lib.org/g/Andrew%20Pollard
https://2lib.org/g/Douglas%20J.K.%20Mewhort
https://2lib.org/g/Donald%20F.%20Weaver
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Modern Processor Design: Fundamentals 

of Superscalar Processors

John Paul Shen, Mikko H. Lipasti

2013

https://book4you.org/g/John%20Paul%20Shen
https://book4you.org/g/Mikko%20H.%20Lipasti
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Computer Organization and Design MIPS 

Edition: The Hardware/Software Interface 

(The Morgan Kaufmann Series in Computer 

Architecture and Design)

Patterson, David A., Hennessy, John L.

2020

https://book4you.org/g/Patterson
https://book4you.org/g/David%20A.
https://book4you.org/g/Hennessy
https://book4you.org/g/John%20L.
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Computer Organization and Design RISC-V 

Edition: The Hardware Software Interface

David A. Patterson, John L. Hennessy

2020

https://book4you.org/g/David%20A.%20Patterson
https://book4you.org/g/John%20L.%20Hennessy
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Grid Computing: The New Frontier of High 

Performance Computing

Grandinetti L. (Ed)

2005

https://2lib.org/g/Grandinetti%20L.%20(Ed)
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High performance computing

Marvin Zelkowitz Ph.D. MS BS.

2008

https://2lib.org/g/Marvin%20Zelkowitz%20Ph.D.%20%20MS%20%20BS.
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The engineering of large systems

Marvin Zelkowitz Ph.D. MS BS.

1998

https://2lib.org/g/Marvin%20Zelkowitz%20Ph.D.%20%20MS%20%20BS.
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Parallel, Distributed, and Pervasive Computing

Marvin Zelkowitz Ph.D. MS BS.

2005

https://2lib.org/g/Marvin%20Zelkowitz%20Ph.D.%20%20MS%20%20BS.
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Emphasizing Distributed Systems

Marvin Zelkowitz Ph.D. MS BS.

2000

https://2lib.org/g/Marvin%20Zelkowitz%20Ph.D.%20%20MS%20%20BS.

